In the past decade, the field of early childhood has seen increased high stakes use\(^1\) of observational measures of child care and preschool quality. That is, scoring above or below a particular cut-score on these measures now has substantial financial and reputational consequences for child care centers and preschools. The laws and regulations that led to such high-stakes use called for “reliable and valid” measures.\(^2\) However, interpretations of “reliable and valid” vary, often differing from the latest academic and professional standards for measurement.\(^3\) Particularly important are the incentives for scale developers—and their marketing companies—to attach a static and blanket “reliable and valid” designation to a measure. Doing so is in contrast to the latest standards, which instead call for a continuous accumulation of evidence regarding multiple aspects of reliability and validity and for each potential use of an instrument to carefully weigh that full body of evidence.\(^4\)

In this brief, we provide an example of how digging deeper into the validity evidence for one widely-used observational measure of early childhood education quality—the Early Childhood Environment Rating Scale, Revised (ECERS-R)\(^5\)—reveals problems that have important implications for its high-stakes use. Specifically, the complex scoring of the ECERS-R results in higher scores not always reflecting higher quality. Although the scoring structure may make sense for certain uses—for instance, practitioners may resonate with the items’ organization around major preschool routines and activities—it makes less sense for other uses, such as pursuing the policy goals of assuring specific aspects of quality that support school readiness.

Our analysis has important implications for practice and policy. First, we recommend that policymakers and practitioners move away from viewing a measure’s reliability and validity as uniform and static. Rather, regular local validation will help increase independent evidence of measurement properties including how measures operate across local sub-contexts. Second, it’s easy to lose track of all quality instruments being imperfect realizations of the true level of quality that exists in a program. The rapid movement toward high-stakes use of observational measures of quality has shined a light on certain holes in their validity evidence. Yet these imperfections do not negate the possibility that better measures could be developed to help assess the relationship

---


\(^4\) Ibid.

between what happens within the walls of preschool classrooms and children’s progress toward school readiness.

Background on ECERS-R and Its High-Stakes Use

The ECERS-R was not designed specifically for its current high-stakes uses. Rather, the instrument was “based on a checklist of items for improving the quality of environments in early childhood classrooms that Harms (one of the instrument’s creators) had compiled during nearly 20 years of teaching and observation.”

The ECERS’ measure was first published in 1980, following the rapid growth of maternal employment and child care in the 1970s. The first revision—the ECERS-R—was released in 1998 and was widely adopted in research, practice and policy. A third revision was recently released—the ECERS-3—and we discuss below the ongoing efforts to address the validity of the ECERS-3 for high-stakes use.

When originally developed, the ECERS-R reflected the prevailing concept of best practice in early care and education—developmentally appropriate practice—which includes: a predominance of child-initiated activities selected from a wide array of options; a “whole child” approach that integrates physical, emotional, social and cognitive development; and, highly trained teachers who enable development by being responsive to children’s age-related and individual needs (Bryant, Clifford, & Peisner, 1991; Copple & Bredekamp, 2009; Cryer, 1999; Harms et al., 1998). In an interview reflecting on the scale, Harms encapsulated the “whole child” perspective as follows: “in order to provide care and education that will permit children to experience a high quality of life while helping them develop their abilities, a program must provide for the three basic needs of children: a) protection of their health and safety, b) building positive relationships, and c) opportunities for stimulation and learning from experience … It takes all three to create quality care. No one component is more or less important than the others, nor can one substitute for another.”

The organization of the ECERS-R items reflects this “whole-child” perspective, as well as the practitioner-focused origins of the scale. Many items encompass the ways in which child care center directors and teachers structure the care setting, including different areas of the classroom (indoor space, gross motor space, space for privacy), events of the day (meals/snacks, greeting/departing, nap/rest), activities (blocks, music, art), and time use (schedule, free play, group time). The scale developers note that this structure makes it easy for observers to “collect information that is likely to be found under similar circumstances.”

These origins differ from current high-stakes use. That is, the ECERS-R was not developed specifically to assure that child-care settings funded by state and federal government are of sufficiently high quality in order to narrow gaps in children’s school readiness. Rather, the scale was adopted for high-stakes use because it was one of the most well-known measures at the time this policy interest emerged. These high-stakes uses are quite consequential. For instance, a common strategy has been to write into policy particular measures of the quality of early childhood classrooms, like the ECERS-R, and to penalize or reward programs with certain average scores on these measures. By 2017, approximately three-quarters of the 41 states that relied upon an observational classroom assessment in their Quality Rating and Improvement Systems (Child Trends, 2017), and in 2012-2013, 19 states used the ECERS-R for monitoring their state pre-kindergarten programs. Depending on the state, these ratings can influence public perceptions of centers’ and schools’ performance—through publicized star or medal rankings, similar to restaurant or movie reviews—and can determine the amount of money the state provides to subsidize children’s care. These high stakes warrant close scrutiny of the accumulated evidence regarding the ECERS-R. We now turn to one important piece of evidence: the validity of its standard scoring structure.

Description of the ECERS-R Scoring Structure

Understanding the ECERS-R standard scoring procedure is critical to grasping one of its key limitations for high-stakes use.

Each ECERS-R item is scored on a 1-to-7 scale with odd-value labels from 1 = Inadequate quality to 3 = Minimal quality to ...
Figure 1: Examples of What we expect to see vs. What we see in the ECERS-R and Rasch Measures
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Figure 2: ECERS-R 10: Meals/Snacks

Indicator Key
1. Acceptable nutritional value
2. Appropriate meal schedule
3. Positive atmosphere
4. Sanitary condition
5. Well-balanced meals
6. Schedule appropriate
7. Nonpunitive atmosphere
8. Sanitary conditions usually maintained
9. Eat independently
10. Pleasant atmosphere
11. Staff sits with children
12. Conversation
13. Child-sized utensils
14. Children help

Note: Indicator labels for “Score 1” reflect their reverse scoring for analysis. Indicators that permitted “not applicable” scores were omitted due to high levels of missing data.

5 = Good quality to 7 = Excellent quality. Observers look for several indicators that are listed under each odd-numbered category for each item (for instance, “most furniture is sturdy and in good repair,” “most staff-child interactions are pleasant and helpful,” and “books are organized in a reading center”). In the standard scoring, indicators for lower scores must be met before indicators of higher scores are evaluated. That is, observers stop scoring when they reach a response category at which an indicator is not observed.

On the one hand, this standard scoring approach might be seen as beneficial. It reduces response burden, in that observers do not have to consider indicators above the stop point. It may also reflect a philosophical perspective that centers not get credit for higher-level aspects of quality that they are doing well (e.g., being warm and responsive in their interactions with children) if they are not doing lower-level aspects of quality well (e.g., assuring basic cleanliness and safety). This is consistent with taking a “whole child” perspective and measuring global quality.14

On the other hand, there are ways in which the approach might not be beneficial. For instance, mixing together indicators of different aspects of quality might limit the alignment of ECERS-R scores with particular domains of children’s development (e.g., early reading, math, or social skills), therefore limiting their validity for high-stakes policy uses focused on supporting specific aspects of school readiness. It’s also the case that, until recently, validity evidence for the developers’ placement of indicators was lacking, even as a measure of global quality. That is, the stop-scoring approach was based on the scale developers’ experiences in classrooms and understanding of the literature15 rather than empirical evidence showing that indicators placed at lower category levels (e.g., 1 and 3) actually reflected lower levels of the underlying dimension of quality than did indicators placed at higher category levels (e.g., 5 and 7). We describe next the possible implications of indicators’ true placement differing from the developers’ expectations, as well as how we filled this gap in the validity evidence related to the ECERS-R.

Potential Implications of the ECERS-R Scoring Structure

As noted above, being sure ECERS-R scores offer an accurate reflection of child care classroom quality is important given the very high-stakes ways in which being above or below a particular score has become an important factor in determining recognition (e.g., four star or gold quality status) and funding (e.g., higher reimbursement levels). For instance, in Illinois’ Excelerate Quality Rating and Improvement System if a licensed child care center chose the ECERS-R pathway to demonstrate sufficiently high classroom quality for the Gold Circle of Quality, then none of its classrooms could score below a 4 during on-site ECERS-R ratings by a state-approved assessor.16

What exactly are policymakers hoping these scores will reflect? Although quality is a multidimensional construct—and policymakers and administrators sometimes articulate multifaceted and broad goals for investments in early care and education—raising children’s school readiness is one key policy goal. The goal is typically to assure that public dollars flow to settings with sufficiently high quality in order to go beyond promoting children’s health and safety (which is often achieved through basic licensing standards) and to also optimize children’s cognitive and socio-emotional development (i.e., to “close the school readiness gap,” U.S. Department of Education, 2013; to support “positive child development and later achievement.”17) The “Pre-K Now” initiative sponsored by the Pew Charitable Trusts similarly focused on advancing “high-quality, voluntary pre-kindergarten for all three-and-four-year-olds” by pointing to evidence that “high-quality pre-k is an essential catalyst for raising school performance.”18 Quality Rating and Improvement Systems (QRIS) for child care emerged to encourage quality across all types of care settings in the late 1990s, and had spread to three-quarters of the states by 2014.19 An umbrella organization—the QRIS National Learning Network (2015)—stated that their aim was likewise to “elevate the quality of care in state early care and education systems and to support and improve children’s development.”20

Given these policy goals, evidence is needed regarding the possibility that the standard ECERS-R scoring procedure weakens its scores’ signal of quality, especially for the aspects of quality that most strongly support children’s academic school readiness. In fact, close scrutiny of the instrument’s organization around events of the day reveals the ways in which items mix different aspects of quality, likely relevant for multiple domains of children’s school readiness. For instance, Item 10 “Meals/snacks” contains not only indicators of nutrition and sanitation but also indicators of the amount of conversation that takes place during meals and the tone of staff-child interaction. Under the standard


20Quality Rating and Improvement Systems. Visit their website at http://qrisnetwork.org/
stop scoring, aspects of quality that might be most strongly associated with children’s cognitive or social development cannot be separated from those that may be most strongly associated with children’s health and safety.

The ways this mixing of different aspects of quality could combine with the stop scoring to mute the ECERS-R signal of quality can be illustrated by analogy. Imagine a measure of child development whose items mixed together indicators of whether a child was consistent in her personal hygiene, friendly in her peer interactions, and extensive in her spoken vocabulary. If rating her higher in each of these three domains depended upon her ratings in the other areas, as in stop scoring, then the scale scores would reflect some mixture of the different aspects of herself, rather than any pure indication of each or their composite. This issue would be especially salient to the extent that the three aspects of development—health, social, academic—are distinct rather than fully overlapping. That is, under stop scoring, some of the children in a lowest item category might be low in all three areas whereas others might be low in one but high in one or both of the others. Thus, the stopped scores indicate some complex interplay between the content and number of the indicators.

Empirical Evidence Regarding the ECERS-R Scoring Structure

We started our empirical work on the ECERS-R scoring structure by considering the basic question of whether higher overall quality was associated with higher item categories. An intuitive way to do this was to see whether a classroom’s average scores across all items were higher in each successive category for each item. The top/left graph in Figure 1 illustrates what we expected to see. In our research with a nationally representative sample of preschool-aged children, we found instead that average quality was unexpectedly lower in some higher categories. The top/middle section of Figure 1 shows an example of what we actually saw for one of the ECERS-R items, where there is an unexpected dip at the third category. In other words, classrooms that were scored a “2” on this item averaged higher overall quality than did classrooms scored a “3.”

Although the ECERS-R scale developers often describe the ECERS-R as a measure of global quality—and its total score is frequently used—the developers also provide a way to average subsets of items in subscales. We found the lack of steady progression of quality even when we used the subscale associated with an item, rather than the total score. The top/right graph in Figure 1 shows an example, with the dip at the third category being even more pronounced for the item’s subscale score than for the total score.

This issue of category order can be more formally tested with psychometric models, and we verified the problem with these more rigorous tests. One set of psychometric models (partial credit model) estimate thresholds that reflect the point on the underlying dimension of quality at which a classroom would have a 50:50 chance of being scored in the higher or each pair of adjacent categories. We found at least one set of these thresholds was out of order for every ECERS-R item. The bottom panel of Figure 1 provides an example of what we expected to see (on the left) and what we actually saw (in the middle and right) for the same item considered above.

In recent work, we replicated and extended these results using eight different large-scale datasets representing a diverse array of types of care (Head Start, state pre-kindergarten, and community-based child care), research teams (smaller investigator-collected data and large survey firms) and demographics (including lower income samples that are often the target of public funding).22 We found at least one instance of threshold disorder for the majority of items in nearly every dataset. When we pooled the datasets together in order to offer more precise estimation, we were able to pinpoint the most common locations of threshold disorder, finding one common instance around category 3 (as in the example shown above) and another common instance around category 5. This may reflect an added nuance to the ECERS-R stop scoring—the different ways in which indicators are assessed for scoring even versus odd items (odd scores require all of their associated indicators to be met; even scores require half or more of the indicators of the next odd-numbered score to be met).

Our most recent work also used another type of psychometric model (the nominal response model) which helped us differentiate between whether a category is fully out of order—as described earlier—versus being underused or redundant. Each issue suggests measurement error but in different ways, and the partial credit model featured in earlier studies cannot distinguish among these reasons. By stacking the eight data sets together, we had the sample size needed to estimate the more complicated kind of model that can distinguish these issues. We found all three issues were evident in the ECERS-R items. Every item had some underused and redundant categories, and one-fifth of items had categories that were fully out of order.

What does this mean? Underuse could happen simply because a sample is unusual (i.e., the sample happened to omit classrooms at a certain scale level). In representative samples like ours, such chance omissions should be less of an issue. Instead, underuse may reflect inefficiency in scale construction. In the ECERS-R, some indicators are mirror images of each other, especially between the 1st and 3rd categories, which may lead the higher category to be skipped over (e.g., “greeting is often neglected” at the 1st category and “most children greeted warmly” at the 3rd). Redundancy might also happen in this case, especially given slight wording differences (“warmly”). Redundancy can also happen when similar indicators are placed at two adjacent categories (e.g., “pleasant social atmosphere” and “meals and snacks are time for conversation”).


We further probed these results by taking advantage of a set of studies that had observers rate the ECERS-R in a slightly different way.23 Rather than stop-scoring, the observers rated every indicator associated with every category of every item. We used this information to help us test our hypothesis that disorder might reflect the mixing of different aspects of quality combined with the stop-scoring approach. In other words, if the indicators associated with each category of an item reflect progressively higher levels of a single aspect of quality, then stop scoring would not be a problem. However, if indicators do not progress in this way (sometimes indicators of higher levels of quality are placed at lower categories) stop scoring may produce category disorder. This lack of progression may be especially likely when an item's indicators mix different aspects of quality.

We indeed saw this result, particularly for the items in the ECERS-R “Personal Care Routines” subscale. Figure 2 illustrates the result for the ECERS-R Meals and Snacks item, where sanitary conditions were estimated to be substantially more difficult than the remaining indicators (that is, the 4th and 8th indicators are positioned higher in the graph shown in Figure 2). In other words, the developers’ placed sanitary conditions at categories 5 and 7 even though they were estimated to be higher on the quality dimension than any other of the items’ indicators, including those placed at categories 1 and 3. Said another way, sanitary conditions were a difficult hurdle for many classrooms to overcome in order to be recognized for other activities, like staff and children sitting together and engaging in conversation during the meal.

Importance of the Results

Intuitively, category disorder is problematic. If higher categories of items do not consistently reflect more of the construct being measured then summary scores do not provide a good signal of that construct. In the high-stakes context, these noisy signals are all the more problematic because they are compared with absolute cutoffs to make consequential decisions.

The greater noise in the scores would also make them less likely to associate in predictable ways with other constructs. Evidence is indeed accumulating that ECERS-R scores have small associations with the important outcome often featured in policy—children’s school readiness. These small associations have been documented in a number of recent studies, including our own work24 and work by other research teams.25

We used this information to help us test our hypothesis that the indicators associated with each category of an item reflect progressively higher levels of a single aspect of quality. Developers also want to help researchers document what conditions support or impede quality as well as how higher quality leads to greater child development.

Takeaway Points

Policymakers’ and scale developers’ use of quality measures are generally well intentioned. Policymakers want to be sure that public dollars flow to high quality settings, in part so that children flourish in their care. Scale developers want to help teachers understand and grow the quality of their classrooms. Developers also want to help researchers document what conditions support or impede quality as well as how higher quality leads to greater child development.

Yet calls for “reliable and valid” measures in laws and regulations—as well as requirements for similar certifications in journal articles and grant proposals—can lead scale developers and scale users to reduce (ideally large) bodies of evidence to shorter sound bites. Not only can some important limitations of evidence get lost by this reduction, but doing so also encourages scale developers and scale users to treat a measure’s reliability and validity as uniform and static. Once a scale gets an endorsement of “reliable and valid” it may be difficult or undesirable to reconsider.

This situation varies from contemporary standards of measurement, which encourage a continuous amassing of evidence related to an instrument’s reliability and validity and constant re-assessment of this evidence for each use. Indeed, the same evidence may lead to different conclusions for different uses. Whereas the issue of category disorder that we highlighted above is problematic for many research and policy uses, it may be less problematic if the goal is an efficient scoring strategy for focusing teachers’ attention on characteristics believed to reflect the highest level of global quality. Ultimately, the onus is on scale users to locally validate measures—and for independent external validations to be regularly and transparently shared—


in order to better accumulate evidence related to how measures operate across local contexts and for various purposes.

For all uses, it is also important to remember that quality instruments are imperfect realizations of underlying constructs. If we view measures as living, breathing tools, in constant need of reflection and refinement, then we can avoid “throwing the measure out with the evidence” when an instrument is revealed to work differently than intended. In many ways, the growing recognition of smaller-than-expected associations between observational quality scores and children’s development has spurred such reflection regarding what quality is all about and how it is best measured. The recent release of the ECERS-3 is an important step in this direction. Although it retains the standard scoring and much of the structure of the ECERS-R—and recent results show small associations with children’s outcomes based on its standard scoring—alternative scoring structures are in development. In the meantime, we encourage policymakers and practitioners to collaborate with researchers to carefully consider the full body of evidence related to high-stakes use of quality measures and to build and share more local evidence related to such uses.
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